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ABSTRACT
Employing query suggestion techniques to assist users in articulat-
ing their needs during online search has become increasingly vital
for search engines in an age of exponential information growth.
The success of a query suggestion system lies in understanding and
modeling user search intent behind each query accurately, which
can hardly be achieved without personalization efforts on taking
advantage of dynamic user feedback behaviors and rich contextual
information. This valuable area, however, has been still largely un-
tapped by current query suggestion systems. In this work, we pro-
pose Dynamic Searching Flow Model (DSFM), a query suggestion
framework that is capable of modeling and refining user search
intent progressively in recruitment scenarios by leveraging a dy-
namic flow mechanism. Here the concepts of local flow and global
flow are introduced to capture the real-time intention of users and
the overall influence of a session, respectively. By utilizing rich
semantic information contained in resumes and job requirements,
DSFM enables the personalization of query suggestions. In addi-
tion, weighted contrast learning is introduced into the training
process to producemore extensive targeted query samples and par-
tially alleviate the exposure bias. The adoption of attention mecha-
nism allows the selection of the most relevant information to com-
pose the final intention representation. Extensive experimental re-
sults on different categories of real-world datasets demonstrate the
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effectiveness of our proposed approach on the task of query sug-
gestion for online recruitment platforms.
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1 INTRODUCTION
Given the enormous volume of data generated continuously on the
world wide web every day and the complexity of information ex-
ploration, users often struggle with finding appropriate queries to
ask when they interact with search engines [17, 59]. Query sug-
gestion systems come to the rescue [36] and improve the usabil-
ity of modern search engines [6] by offering a set of alternative
queries that are generally more expressive than the original user
input based on her search behaviors [16, 28]. To do this, query sug-
gestion systems are expected to understand, specify, and deduce
the hidden user search intent during a search session accurately
and comprehensively [28, 37]. However, to assist users in refining
their original queries so as to guide them to the desired information
is rarely an easy or straightforward task [5], which is especially
true when facing complex search needs, e.g., job hunting [37].

The challenges query suggestion systems confront are multifold.
Among them, one of the factors contributing to the difficulty most
is the inherent ambiguity of search queries issued by users [59]. In
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Figure 1: An example to illustrate the sign Dynamic Search-
ing Flow in the semantic space. When a user is searching a
series of queries, the response to the work list (click or no
click) could explain to some extent the direction of the offset
in next search.

practice, casual users with little prior knowledge regarding the in-
formation they are searching for would usually find it difficult to
formulate expressive search queries initially that query suggestion
systems usually may have to refine the queries multiple times to
project their specific needs [28, 37]. Moreover, the search queries
entered into the web search engines by users are typically very
short (less than five terms according to a survey [3]) [24, 50]. To
tackle this, the exploitation of additional information sources, such
as user feedback like clicks from search sessions, demographic data
about users, and relevant textual information available on the plat-
form is of necessity for query suggestion systems to potentially re-
duce the ambiguity and better understand customer search intent,
which, unfortunately, has been seldom considered in most existing
studies [28, 37].

Another limitation existing commonly in current query sugges-
tion systems is the lack of personalization, which holds for both
traditional term-frequency-based approaches and the more recent
word-embedding-based techniques [56, 59]. For query suggestion
systems using word embeddings, personalization can be hard to
achieve without learning on user profile and custom contextual in-
formation. However, to meet the growing need for personalized
customer experiences, search engines are increasingly expected to
deliver qualified content recommendations that are individually
tailored to specific users. Different from general purpose search
engines (e.g., Google), the requirement of personalization for spe-
cialist search platforms is even higher that it has been no longer a
nice-to-have but an essential need-to-have characteristic. Take the
recruitment platform as an example, users from a diverse range of
backgrounds are interested in different job types and levels. An ex-
ample of job search scenario is presented in Figure 1. If two users
both search for “Apple Inc.”, a Ph.D. graduate in computer science
would probably be interested in “Apple research engineer”, while
an experienced designer is more likely to be looking for positions
like “Apple senior graphic designer”. In this search, the Ph.D. grad-
uate subsequently clicked on works related to Apple software engi-
neer and ignored thework of Apple internship and designer, which

Figure 2: Illustration of Dynamic Searching Flow in the se-
mantic space. 𝑞𝑖 denotes historical queries, 𝑢 denotes the
user’s information,𝑔𝑖 denotes search intent extracted by cur-
rent query and user’s profile and 𝑑𝑖 denotes the user’s inten-
tion extracted by job descriptions after each search. The dif-
ference between 𝑞𝑖−1 and 𝑞𝑖 is derived from 𝑔𝑖−1 and 𝑑𝑖−1.

indicates that his/her next search would be more inclined to en-
gineer. After searching “Apple engineer”, the user clicked on the
work related to Apple engineer and research engineer but skipped
the job of senior engineer that required work experience, indicat-
ing that the user’s next search would probably shift to the direc-
tion of research engineer. For the experienced designer, after the
first search, he/she clicked on jobs of designer, which suggests that
he/she wanted to find a designer position. The second query of
this user is indeed “Apple designer”. Then, he/she clicked on a job
entitled Apple graphic designer, indicating that he/she has some
graphic design’s experience. Then the third query of the designer
is “Apple senior graphic designer”. In this case, without knowing
any personal information and searching context of the job seeker,
a query suggestion system would probably recommend queries ir-
relevant to the user search intent, leading to poor user experiences
and customer losses [59].

Apart from the challenges above, query suggestion systems also
suffer from the data sparsity problem [6, 25, 28, 37]. To address this
issue, one of the main strategies is to cluster queries into denser
groups and share information within the clusters [4, 8, 9, 18, 31,
35, 41, 53]. Some other researchers attempt to incorporate statisti-
cal features into query suggestion models to learn user reformula-
tion behaviors better and partially alleviate the sparsity problem
[39, 42, 43]. Another category of techniques that have been de-
veloped to address the sparsity issue is deep learning approaches.
Here, query suggestion systems based on techniques of recurrent
neural networks [25, 29, 44], memory networks [51], and knowl-
edge graphs [22] have been presented. Even though the sparsity
problem in query suggestions has attracted increasing attention
and promoted some intriguing studies, it remains a tricky issue
hurting the performance of query suggestion systems.

To overcome the aforementioned limitations of existing tech-
niques for query suggestions, we present a novel framework of
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Dynamic Searching Flow Model (DSFM) to fulfil search tasks in e-
recruiting contexts. Here we emphasize the value of user feedback
flow within search sessions as well as the rich semantic informa-
tion extracted from resumes and job descriptions formore accurate
and personalized query recommendations. To capture the dynamic
user search intent behind queries in each search session, we em-
ploy a dynamic flow mechanism, inspired by a recent work in dia-
log understanding [30]. The graphical representation of our mech-
anism in job search scenario is presented in Figure 2. The basic
underlying assumption here is that the difference between two suc-
cessive queries in semantic space is derived from the most recent
user search intent, user profile, and contextual information of job
descriptions. We also introduce local flow and global flow to depict
the real-time and overall user intention, respectively. This design
enables the DFSM to learn the immediate search interest captured
by recent feedback and the long-term search need extracted from
historical behaviors in the entire session simultaneously. Consid-
ering the different levels of influence might be brought by search
actions occurred at different time points during a session to the
current search intent modeling, attention mechanism is adopted.
In addition, we propose a weighted contrastive learning module
to mitigate the effect of data sparsity and obtain more meaningful
negative samples based on the similarities among users.

Our main contributions can be summarized as follows:

• Wepropose a novel query suggestion framework that shows
superiorities in modeling dynamic user search intent and
shift of intention naturally by exploiting immediate and his-
torical implicit user feedback within the search session as
signals using more sophisticated refinement techniques.

• Leveraging additional personal information about userswith
rich textual context supplied, the proposed model is able to
effectively capture the deep semantics of search needs and
suggest queries that match particular user specification.

• We devise a more intelligent negative sampling scheme to
address the sparsity problem in query suggestion systems
via the weighted contrast learning.

• We show that the DFSM model significantly improves the
performance of query recommendations comparedwith com-
petitive baseline methods on real-world datasets in online
recruitment setting.

2 RELATEDWORK
In this section, we discuss related work from certain angles of
mainstream approaches and personalization techniques in existing
query suggestion systems.

2.1 Retrieval-basedQuery Suggestion
Query suggestion is a key function of search engines that allows
them to help users refine queries by recommending a list of rele-
vant ones that are more expressive than the anchor query initially
created by users [40, 47]. To do so, prior work in the field of query
suggestions primarily rely on two strategies, which are retrieval-
based and generation-based methods. Among the retrieval-based
strategies, ranking approaches leveraging query co-occurrence [20,
23] and discriminative chracterization are considered as the most

effective ways for traditional query suggestions [1, 39]. More re-
cently, motivated by the success of deep neural networks in multi-
ple retrieval tasks [7, 19, 21, 34], various deep learning algorithms
have been developed for query suggestions. For instance, Chen et
al. [13] devised an attention-based hierarchical neural network to
detect hidden dependencies between quires and users for query
suggestions. Ahmad et al. [2] proposed a context-aware neural re-
trieval model that enables the joint optimization of two compan-
ion tasks of document ranking and query suggestions. Although
effective, these retrieval-based strategies are inherently restricted
by what is existing in the search logs, and thus suffer from the lack
of appropriate candidates for tail queries [15].

2.2 Generation-basedQuery Suggestion
To overcome the limitations of some retrieval-based query sugges-
tion approaches, such as the lack of semantic understanding of
queries and low coverage for rare or unseen queries [59], and to
produce effective continuations of the user search intent, generatio-
n-based strategies have been pursued by regarding the query sug-
gestion as a natural language generation problem [11]. In this line
of research, the Sequence-to-Sequence (Seq2Seq)model [46] serves
as one of the most widely used query generation techniques [15,
26, 45, 49, 58]. Specifically, the Seq2Seq model enables this func-
tionality by employing an encoder-decoder architecture, in which
word semantics are summarized through the encoder and queries
are generated via the decoder [38]. Apart from this, query sugges-
tion systems employing other state-of-the-art algorithms have also
been developed, including reinforcement learning [6], dual learn-
ing [40], and knowledge graph [32]. These query generation ap-
proaches have shown their effectiveness in helping users explore
fresh opportunities [11, 38]. However, they usually ignore the role
that implicit user feedback might play in query suggestion process
and further aggravate the ambiguity problem [11, 51, 55].

2.3 PersonalizedQuery Suggestion
Although delivering personalized query suggestions to users is a
critical need for search engines, relatively few previous studies
have attempted to enhance the personalization performance of query
suggestion systems, resulting in weak personalization a common
drawback for both retrieval-based query suggestions and vani-lla
Seq2Seq-based query generation approaches [38]. Early personal-
ization efforts [14, 60] focused primarily on the analysis of individ-
ual user data stored locally, which makes these models can hardly
learn shared features among users and thus suffer from severe
data sparsity problem. Then Mei et al. [35] presented a method
that allows personalized query generation by employing a bipar-
tite graph. More recent publications on personalized query sug-
gestions tended to pay increased attention to query semantics. For
instance, Yin et al. [56] devised a transformer-based hierarchical
encoder architecture to model different types of user search be-
haviors through multiple distinct views, and thus enhanced the
personalization performance of the system.

3 PRELIMINARIES
Given the limitations of current query suggestion systems as intro-
duced above, the main goal of this study is to fill in these gaps and
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present a novel integrated framework that allows personalized and
fair query suggestions by taking full advantage of dynamic user
feedback and auxiliary information. Since the primary application
scenario of our proposed approach is online recruitment, this sec-
tion offers a statement concerning how the specific research prob-
lem is formulated and defined.

3.1 Problem Statement
Imagine on a recruitment platform, the query suggestion task is
fulfilled through the interactions between the search engine and a
user by keeping formulating queries, clicking queries, examining,
and clicking search results until his/her job hunting need is sat-
isfied. During this process, a series of interactive behaviors, e.g.,
query reformulation and clicking on the jobs recommended, of-
ten exhibit strong inter-dependence. Clicked or not clicked jobs
potentially provide rich context information for the system to un-
derstand user search intent and improve their query suggestion
performance.

Apart from this, as the job information required and searching
behavior patterns vary significantly from person to person, mod-
eling personalized suggest context before using it in query sug-
gestion tasks is the key to unleashing its vast potential. We have
already presented an example in Figure 1 and discussed this in Sec-
tion 1. Hence, we argue that query suggestion systems should rec-
ommend queries in the region that match the user’s resumes and
searching context.

Furthermore, the distribution of queries in the corpus is usually
long-tailed, which would lead to the phenomenon that the query
suggestion system always recommends queries that are relatively
more popular to users. In addition, users generally tend to click
on jobs offered by well-known companies, even though their re-
quirements may not match those jobs. In this case, it is necessary
to select and add unseen query samples in the training process to
alleviate the problems of exposure bias and low matching rate.

Based on these thoughts, we propose DFSM, a query suggestion
framework that is capable of modeling and refining user search
intent progressively in recruitment scenarios by leveraging a per-
sonalized module, a dynamic flow mechanism, and weighted con-
trastive learning to solve the problems mentioned above.

3.2 Definition
Before we zoom into the details of our model, we first specify the
definitions of several important concepts and the notations. Con-
sider a user𝑢, whose profile is denoted as𝑈 , is typing a query 𝑞𝑐𝑢𝑟
in the search box to apply for a job. Before the current query, the re-
cent queries searched by the user from the latest to the earliest are
𝑄 = {𝑞1, 𝑞2, ..., 𝑞𝑘 }, and the jobs listed by the recruitment platform
after every search are 𝐽 = {𝐽1, 𝐽2, ..., 𝐽𝑘 }, where each 𝐽𝑖 contains a
pair of {( 𝑗+1 , 𝑗

+
2 , ..., 𝑗

+
𝑚1

), ( 𝑗−1 , 𝑗
−
2 , ..., 𝑗

−
𝑚2

)}. Here 𝑗+ are jobs browsed
by𝑢 in search 𝑖 , while 𝑗− are those ignored by𝑢. Themain target is:
Given a set of candidate𝑄𝑐𝑎𝑛 , how to design a ranking model that
can predict the rank of each query 𝑞𝑐𝑎𝑛 ∈ 𝑄𝑐𝑎𝑛 conditioned on the
user, the current query, and sequential behaviors of searching and
browsing with relevant job descriptions provided.

4 METHODOLOGY
Our proposed learning framework tackles the problem of simply
concatenating recommendation and long-tailed distribution in qu-
ery suggestion tasks by modeling searching flow via weighted con-
trastive learning. Figure 3 presents an overview of our framework.

4.1 Model Overview
Our framework mainly consists of a Personalized Module and
a Flow Module. Specifically, we process 𝑈 and 𝐽 in Personalized
Module by 1) Multi-View Encoder of Users and Jobs. After that,
all queries, including searched queries, current queries, and candi-
date queries are encoded by 2)Query-level Encoder.Then, we get a
combination of 𝑞,𝑈 , and 𝐽 by 3) Combining the User Information,
and 4) Combining the Job Description. In Flow Module, we utilize
job descriptions to obtain the embedding of a session according to
5) Searching Dynamic Flow, and finally 6) Matching session em-
bedding and suggesting query. Next, we discuss the details of each
module in our approach.

4.2 Personalized Module
In the personalized module, we first design an encoder of the user,
job, and query, and combine the query representation in every time
step with user representation and job representation to get a per-
sonalized representation of user intention.

Multi-View Encoder of User and Job. To initialize the em-
bedding of users and jobs, we first represent the context using pre-
trained RoBERTa to initialize the text-based input, including the
user resume and job descriptions. We then separately concatenate
the text embedding with other grouped discrete characteristics of
them. Subsequently, we get the context-aware user representation
ℎ𝑢 and job representation ℎ 𝑗 .

Query-level Encoder. Given a training instance with histor-
ical queries, searched queries, and suggestion candidate queries,
we use the query encoder to derive their representations ℎ𝑞𝑖 and
ℎ𝑞𝑐𝑎𝑛 . Here, we use the same encoder to get the representation of
two types of queries, since it is more convenient for us to recom-
mend queries according to their similarities.

Combine the User Information. In DFSM, we first encode
personalized intent depending on historical queries and the user’s
profile. To reward features that pinpoint the search intent of the
user, user level attention mechanism is applied. Specifically, we
obtain historical personalized query embedding𝐺 = {𝑔1, 𝑔2, ..., 𝑔𝑘 }
of the user by:

𝛼𝑢𝑖 =
𝑒𝑥𝑝 (ℎ𝑞𝑖ℎ𝑇𝑢 )∑
𝑘 𝑒𝑥𝑝 (ℎ𝑞𝑖ℎ𝑇𝑢 )

(1)

𝑔𝑖 = 𝛼𝑢𝑖ℎ𝑢 . (2)
Combine the Job Description. To introduce the concept of

searching dynamic flow in our paper, we first define some sym-
bols. In a session, the semantic difference between previous 𝑔𝑖−1
and new 𝑔𝑖 is denoted as 𝑑𝑖−1. Thus 𝐷 = {𝑑1, 𝑑2, ..., 𝑑𝑘 } are seman-
tic influences in this session. We leverage 𝐽 to extract 𝐷 from the
user’s interaction with listed jobs. Intuitively, the user browse jobs
that he/she is interested in and ignore others. To accurately extract
the user’s searching intention behind listed jobs, we try to retain
different information between positive jobs 𝐽+𝑖 and negative ones
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Figure 3:The detailed architecture of the Dynamic Searching Flow Framework.Themodel consists of personalizedmodule and
flowmodule. Our key novelty is to encode information in query suggestion and search context into dynamic context-attentive
representations to facilitate query suggestion task.

𝐽−𝑖 and remove the similar part. Therefore we can get the direction
of offset between 𝑔𝑖−1 and 𝑔𝑖 . Specifically, we measure the similar-
ity between 𝐽+𝑖 and 𝐽−𝑖 and obtain the DisMask in every time step
by:

𝐷𝑖𝑠𝑀𝑎𝑠𝑘 = 1 −𝐶𝑜𝑠𝑖𝑛𝑒𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (ℎ 𝐽 +𝑚 , ℎ 𝐽 −𝑖 ) . (3)

ℎ 𝐽 +𝑖 =
1
𝑚1

∑
𝑚1

ℎ 𝑗+𝑚 , ℎ 𝐽 −𝑖 =
1
𝑚2

∑
𝑚2

ℎ 𝑗−𝑚 . (4)

Then we multiply averaged positive jobs’ embedding by this Dis-
Mask to get searching intentions 𝑠𝑖 in the time step 𝑖:

𝑠𝑖 =
1
𝑚1

∑
𝑚1

𝐷𝑖𝑠𝑀𝑎𝑠𝑘 ∗ ℎ 𝐽 +𝑖 , (5)

and we finally get the semantic influences by:

𝛼𝑔𝑖 =
𝑒𝑥𝑝 (𝑔𝑖𝑠𝑇𝑖 )∑
𝑘 𝑒𝑥𝑝 (𝑔𝑖𝑠𝑇𝑖 )

(6)

𝑑𝑖 = 𝛼𝑔𝑖𝑔𝑖 (7)

4.3 Flow Module
As mentioned in 4.2, now we have the output {𝑔1, 𝑔2, ..., 𝑔𝑘 } and
{𝑑1, 𝑑2, ..., 𝑑𝑘 } frompersonalizedmodule. Note that𝑔𝑖 denotes search
intent extracted by current query and the user’s profile, 𝑑𝑖 denotes
the user intention extracted from job descriptions after each search,
we organize them and name them as searching dynamic flow, be-
fore feeding them into the flowmodule. Here attention mechanism
is applied to calculate the weight of each 𝑔𝑖 and 𝑑𝑖 .

Searching Dynamic Flow. Consider a user who is searching
for a suitable job, his/her searching intention is highly related to

both 𝑔𝑖 and 𝑑𝑖 extracted by Personalized Module. Hence, we need
to leverage them to obtain the dynamic information and denote
the Searching Dynamic Flow simply by:

𝑓 𝑙𝑜𝑤 = {𝑓 𝑙𝑜𝑤1, 𝑓 𝑙𝑜𝑤2, ..., 𝑓 𝑙𝑜𝑤2𝑘−1, 𝑓 𝑙𝑜𝑤2𝑘 }
= {𝑔1, 𝑑1, 𝑔2, 𝑑2, ..., 𝑔𝑘 , 𝑑𝑘 }.

(8)

Suppose that when making a new query, the user draws inspi-
ration both from his/her last search and historical search. Here we
separately user local flow and global flow to extract these two types
of intention.

At time step 𝑘 , 𝑔𝑘 means the last query’s personalized represen-
tation and 𝑑𝑘 means the semantic difference between 𝑔𝑘 and the
clicked query, which is the ground truth in a sample. Then local
flow can be defined as:

𝑓 𝑙𝑜𝑤𝑙 = 𝑔𝑘 + 𝑑𝑘 . (9)

local flow 𝑓 𝑙𝑜𝑤𝑙 represents real-time intention, which means
during the process of the last search, the user observes some in-
triguing information.Thus he/she shifts his/her intention and turns
to search for another query relevant or irrelevant to historical queries.

Moreover, we introduce global flow to describe the overall influ-
ence of the session. The flow-level embedding 𝑓 𝑙𝑜𝑤𝑖 of a flow is
defined as:

𝑓 𝑙𝑜𝑤𝑖 =
1
𝑙𝑞

𝑙𝑞∑
𝑗=1

𝑓 𝑙𝑜𝑤𝑖, 𝑗 , (10)

Since not all search contribute equally to the user’s intention, atten-
tionmechanism is applied to extract such informative contributing
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terms in the flow and aggregate the embeddings of these terms to
construct a global flow vector.

𝛼 𝑓 𝑖 =
𝑒𝑥𝑝 (ℎ𝑞𝑐𝑢𝑟 𝑓 𝑙𝑜𝑤𝑇

𝑖 )∑
2𝑘 𝑒𝑥𝑝 (ℎ𝑞𝑐𝑢𝑟 𝑓 𝑙𝑜𝑤𝑇

𝑖 )
, (11)

𝑓 𝑙𝑜𝑤𝑔 =
∑
2𝑘

𝛼 𝑓 𝑖 ∗ 𝑓 𝑙𝑜𝑤𝑖 , (12)

the final embedding of session 𝑠 is:

ℎ𝑠 = 𝛿𝑙 ∗ 𝑓 𝑙𝑜𝑤𝑙 + 𝛿𝑔 ∗ 𝑓 𝑙𝑜𝑤𝑔, (13)

where 𝛿𝑙 and 𝛿𝑔 are parameters trained with the model. Note that:

𝛿𝑔 = 1 − 𝛿𝑙 . (14)

Matching session representation and suggest query.Given
the instance of a session 𝑠 and the candidate query 𝑞𝑐𝑎𝑛 , we aim to
explicitly derive the matching score between 𝑠 and 𝑞𝑐𝑎𝑛 . To learn
from the supervision of click behaviors, we introduce a CTR predic-
tion task following [57]. In this task, we first leverage the attention
method to get the matching score between 𝑠 and 𝑞𝑐𝑎𝑛 :

𝛼𝑞𝑐𝑎𝑛 =
𝑒𝑥𝑝 (ℎ𝑠ℎ𝑇𝑞𝑐𝑎𝑛 )∑
𝑙𝑞 𝑒𝑥𝑝 (ℎ𝑠ℎ𝑇𝑞𝑐𝑎𝑛 )

. (15)

Following approaches [28], we define the output of this match-
ing score layer as a probability 𝑝 (𝑠, 𝑞𝑐𝑎𝑛) representing the click-
through rate (CTR) of the specific candidate as:

𝑝 (𝑠, 𝑞𝑐𝑎𝑛) = ℎ𝑇𝑠𝑊𝑠𝑖𝑚 (𝛼𝑞𝑐𝑎𝑛ℎ𝑞𝑐𝑎𝑛 ), (16)

where 𝑙𝑞 in Eq. 15 is the length of a query. To map 𝑝 into the range
of (0,1), we select sigmoid as the activation function.

4.4 Training Objective
Different from previous studies which used query-query pair only
or simply concatenated queries embedding in the session, ourmodel
is trainedwith all the information flow, including queries and search-
ing context. Correspondingly, we designWeighted Contrast Learn-
ing to create more query samples and utilize these samples to solve
the problem of long-tailed distribution and exposure bias.

Weighted Contrastive Learning. Exposure bias happens as
users are only exposed to a part of specific items so that unob-
served interactions do not always represent negative preference
[10]. In our recruitment system, users are only exposed to top-10
queries and their historical queries are often have long-tailed distri-
bution. Hence, weighted contrastive learning is introduced in our
model to solve the problem of exposure bias and long-tailed dis-
tribution. Based on the consideration that two user behaviors are
probably tend to be the same if their profiles have high similarity,
we construct a weighted contrastive learning mechanism in the
following way: first, we calculate the similarities between current
user embedding and others, then select top 𝑛 users and add their
candidate queries as negative samples after filter the ground truth
query; they are also combinedwith randomly selected querieswhich
have not been clicked as negative samples. Then we use these sam-
ples to optimize the following point-wise ranking loss function:

L𝑊𝐶𝐿 =
1∑
𝑛𝑤𝑟

∑
𝑛

𝑤𝑟 ∗ (𝑦 log𝑝 (𝑥) + (1−𝑦) log(1− 𝑝 (𝑥)), (17)

Table 1: The statistics of dataset in different categories.

Dataset Categories
Technology Sales Design

#Resumes 34,669 44,602 16,854
#Jobs 1,859,967 2,430,880 1,073,002
#Queries 352,346 438,509 208,138
Average Negative Jobs 2.8 3.0 2.9
Average Positive Jobs 8.4 9.1 8.7
Average Session Length 5.6 6.1 5.8

where 𝑤𝑟 denotes the similarity between current user and user
rank 𝑟 selected by the method mentioned above.

Searching Flow Modeling. To describe the impact of subse-
quent information on the next query, DFSM predicts the search-
ing flow based on the user’s clicks and browses. To better capture
the semantic shift during searching process, we minimize the Eu-
clidean distance between the predicted semantic influence and real
semantic influence as follows:

L𝑆𝐹𝑀 =
∑
𝑛

| |𝑑𝑘 − (𝑔𝑘+1 − 𝑔𝑘 ) | |22 . (18)

Considering Eq.17 and Eq.18, we eventually denote the overall
training objective of DSFM as:

L = L𝑊𝐶𝐿 + L𝑆𝐹𝑀 . (19)

5 EXPERIMENT
5.1 Dataset
The largest online recruiting platform named ”BOSS Zhipin” (the
BOSS Recruiting)1 in China provides a large real-world dataset
for us to evaluate our model. Since the original amount of data
is huge, we randomly sample a fraction of the entire data, contain-
ing user resumes, input queries, candidate queries, and job descrip-
tions within a session. To test the robustness of our model for dif-
ferent domains, the original dataset is partitioned into three sub-
sets, including Technology, Sales and, Design. It should be noted
that there is an overlap between users in different categories, be-
cause users could enter at most three domains for their desired
industries. We preprocess the data by removing characters and
spelling errors that do not conform to Chinese grammar rules. Fol-
lowing [28], we segment the queries into sessions by a heuristic
method, i.e., an idle interval of at least 30 minutes represents a ses-
sion boundary. Then, sessions with only one query session are fil-
tered out because they do not contain subsequent job context infor-
mation and Average Session Length are counted. We also use Av-
erage Negative Jobs to denote the average number of jobs viewed
but not clicked by a user after searching a query and Average Pos-
itive Jobs to denote the average number of jobs the user clicked.
Table 1 shows a brief statistic of datasets. As we can see: (1)Data
in different categories have dissimilar characteristics, e.g. Sales is
a large dataset, Technology is medium in size with less Negative
Jobs and Positive Jobs, and Design is the smallest one with similar
1https://www.zhipin.com

https://www.zhipin.com
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characteristics to Sales; (2)For each category, after the search of
each query, there are a certain amount of Positive Jobs and Nega-
tive Jobs, and the proportion of Positive Jobs is high. As discussed
before, the user’s behavior for each item after searching the query
helps predict the user’s next search. Our study attempts to model
the effects of both positive and negative items, which enables users
to know which jobs they want or do not want to employ.

5.2 Experiment Setup
Each session is combined with user resume, a series of queries, a
group of candidate queries, and job descriptions which are divided
into positive group and negative group, meaning whether the per-
son interacts with this job information or not after this search. We
only select top-10 queries because this is the amount that a user
can see in one search. The ratio of the positive samples and neg-
ative samples for the candidate queries is 1:9, representing each
session is correspond to one positive query which is the ground
truth and nine negative queries. In this paper, we apply a heuris-
tic way to generate a session that for a user, if the time interval
between two searches is greater than 30 minutes, the latter search
is regarded as in the new session. Furthermore, to partition search
sessions into training and test sets, the first 90% data are utilized
for training, and the remaining data are used for the test. Among
the training data, 10% of data are randomly sampled as validation
data for parameter fine-tuning.

5.3 Evaluation
For evaluation, we follow the previous setting [12, 15, 28] and em-
ployMean Reciprocal Rank(MRR)[48], Precision at position 1(P@1),
Normalized Discounted Cumulative Gain when selecting top-5 or
top-10 queries(N@5, N@10) as evaluation metrics. Given candi-
date queries 𝑄 , let 𝑌 (𝑄) be a ranked list of recommended queries
determined by a method. We use 𝑟𝑎𝑛𝑘 (𝑌 (𝑄)) to denote the rank
of the clicked query in 𝑌 (𝑄).

5.4 Baseline Methods
The following six classic baselines are selected. We will introduce
the reason why we choose these baseline methods and then de-
scribe each in detail. First, We consider a popularity-based tradi-
tional method MPS and a traditional machine learning method
GRM as our classical IR baselines for query suggestion. To com-
pare DFSMwith neural rankingmodels, we also select some neural
network-based methods. BHM is selected to compare our model’s
performancewith a generation-basedmethod. DESTINE is selected
to test our model’s performance in personalization. CFAN is se-
lected to verify that the design of searching dynamic flow is a
benefit to the overall performance. And M2A is a personalized
method with state-of-art performance in query suggestion task.
These methods are described in detail below:

Most Popular Suggestion(MPS) [15, 45], a simple yet effec-
tive baseline is a maximum likelihood method. It ranks the queries
based on co-occurrence frequencies of the last query in the search
session.

GBDT-based Ranking Model(GRM) [52], based on GBDT to
rank the candidate queries. Each value of resumes, jobs, and queries
are preprocessed to features as input to the model. We represent

the prefix, context, and query candidate with Bag-of-Words (BoW)
vectors, then train a LambdaMART model with these features.

Behavioral Hypotheses Model(BHM) [12], presents an enco-
der-decodermodel that includes behavioral hypotheses. It also lever-
ages tokenwise attention to aggregate multiple behavior hypothe-
ses encoded by a shared Transformer encoder BART.

DisentanglEd Self-atTentIveNEtwork(DESTINE) [54], a fra-
mework explicitly decouples the computation of unary feature im-
portance from pairwise interaction. We use DESTINE to build user
embedding and job embedding, then concatenate them with the
query-level Transformer encoder to get the representation of a ses-
sion.

Click Feedback-Aware Network(CFAN) [28], considers user
clicks on previously suggested queries as the user feedback, and
improves the robustness of the query suggestion system through
adversarial training.

Multi-View Multi-Task Attentive Approach(M2A) [57], a
multi-view multi-task attentive framework to learn personalized
query auto-completion models. It combines CTR prediction task
and query generation task and obtains the state-of-art performance
in public dataset.

5.5 Implementation Details
Our model and the six baselines are all implemented in Python.
GRM is implemented using a open-source learning-to-rank frame-
work2. We train our framework using the following implementa-
tion details. We embed features (except text) of resumes and job
informations, set the dimension of embedding by empirical value,
and initialize them with the standard normal distribution. For the
textual features in the user resumes and job descriptions, we sepa-
rately use 4-layers 512-dim pre-trained Chinese RoBERTa[33] en-
coder provided by huggingface3. The maximum length of text in
profiles and job descriptions are 50 and 100 respectively. All embed-
ding of text in historical queries, user profile, and job description
is with the dimension of 512 and vocabulary size of 21,128. In or-
der to align the dimension, we use different MLP layers to process
and the concatenation of discrete characteristics (only in user pro-
files and job descriptions) and text embeddings, and get the final
representations of user profiles, job descriptions and queries. Acti-
vation functions are ReLU for previous layers and sigmoid for the
final prediction. Each query in the input queries and the candidates
are restricted to a maximum length of 10. The sample number of
weighted contrast learning is 5. Truncation and zero padding are
applied if required. We optimize the models using the Adam op-
timizer [27] and set the mini-batch size to 128 for the model. The
learning rate is set to 1e-3, with the learning rate exponential decay
applied. For the framework, we train the model for 6 epochs. We
update the network parameters with the query suggestion model
parameters after each epoch.

6 RESULT AND DISCUSSION
6.1 Experimental Results
Table 2 summarizes the results of baseline models and DFSM on
different categories of Dataset from the BOSS Zhipin platform. By
2https://github.com/jma127/pyltr
3https://huggingface.co

https://github.com/jma127/pyltr
https://huggingface.co
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Table 2: Performance comparison between baselines Experiments on different datasets.

Dataset Technology Sales Design
Metric MRR P@1 N@5 N@10 MRR P@1 N@5 N@10 MRR P@1 N@5 N@10
MPS 0.442 0.263 0.494 0.580 0.453 0.256 0.484 0.579 0.494 0.293 0.501 0.589
GRM 0.473 0.268 0.503 0.593 0.474 0.269 0.505 0.594 0.503 0.301 0.514 0.593
BHM 0.529 0.347 0.564 0.633 0.501 0.331 0.543 0.627 0.517 0.336 0.545 0.621

DESTINE 0.556 0.383 0.586 0.664 0.544 0.370 0.572 0.658 0.545 0.377 0.576 0.656
CFAN 0.554 0.380 0.581 0.663 0.557 0.383 0.586 0.665 0.555 0.382 0.584 0.664
M2A 0.561 0.389 0.595 0.671 0.559 0.384 0.589 0.667 0.561 0.388 0.593 0.669
DSFM 0.579 0.407 0.605 0.675 0.575 0.403 0.602 0.673 0.601 0.432 0.613 0.697

Table 3: Experiments on different categories of Datasets by removing each module of out model to evaluate their benefits to
overall performance.

Dataset Technology Sales Design
Metric MRR P@1 N@5 N@10 MRR P@1 N@5 N@10 MRR P@1 N@5 N@10

Mq + Mf + Mc 0.553 0.377 0.586 0.663 0.551 0.375 0.580 0.662 0.562 0.387 0.599 0.678
Mp + Mf + Mc 0.547 0.371 0.575 0.660 0.543 0.369 0.571 0.657 0.566 0.388 0.581 0.678
Mp + Mq + Mc 0.564 0.390 0.594 0.669 0.563 0.389 0.593 0.668 0.574 0.400 0.610 0.673
Mp + Mq + Mf 0.569 0.394 0.598 0.672 0.566 0.390 0.596 0.670 0.587 0.406 0.605 0.681

DFSM 0.579 0.407 0.605 0.675 0.575 0.403 0.602 0.673 0.601 0.432 0.613 0.697

utilizing dynamic information in the sessions, DFSM achieves the
highest scores in all evaluation indices on all datasets.

Generally, Neural Networkmethods BHM,DESTINE, CFAN, and
M2A outperform the traditional framework by a large margin. The
generation-basedmethod BHMwhich assumes four behavioral hy-
potheses performs the worst among all deep learning-based frame-
works, indicating that the pure generation-based method gener-
ates some ambiguous queries in the task of query suggestion. DES-
TINE is a framework that explicitly decouples the computation of
unary feature importance from pairwise interaction, and the im-
provement from BHM to DESTINE demonstrates that it is impor-
tant to accurately organize and utilize user information and job de-
scription in query suggestions.The framework CFAN utilizes more
context including input queries and search queries, and introduces
adversarial learning to improve the overall performance. It has bet-
ter performance than DESTINE, indicating that introducing extra
information and adversarial learning benefits themodel. Moreover,
the multi-view multi-task attentive method M2A is slightly better
than CFAN.This is mainly because M2A proposes a behavior-level
transformer encoder to precisely leverage user behavior.

On Design, the performance of MPS is closer to GRM than that
on Technology and Sales. We believe that this is because the occu-
pation distribution of the design industry is more niche and con-
centrated than that in the sales and technology industry. As we can
see, our framework DSFM offers a significant improvement on De-
sign over other baselines. This implies that our model can better
handle smaller and more centralized datasets.

On all the datasets, DFSM outperforms baseline methods, which
demonstrates the effectiveness of our proposed model. The rich

text containsmore user information, job description, and click feed-
back, which helps deduce the query ambiguity and thus contributes
to the ranking performance.

6.2 Ablation Analysis and Discussions
In this section, we construct a series of ablation experiments and
quantitative analyses to show how the components of DFSM con-
tribute to the query suggestion task. DFSM is a complicated model
with multiple views. To evaluate the impact of each module on the
overall performance, we conduct an ablation study in this section.
We partition our model into four sections: 1)personalized module
depending on the user’s profile -𝑀𝑝 , 2)searched queries view -𝑀𝑞 ,
3)flow view based on the design of dynamic searching flow - 𝑀𝑓 ,
4)contrastive learning view - 𝑀𝑐 . We separately train the model
by removing 𝑀𝑝 , 𝑀𝑞 , 𝑀𝑓 or 𝑀𝑐 . The results of the ablation study
without each view are reported in Table 3 and discussed next.

Benefit of Personalized Module. To understand the impact
of the personalized module which combines queries, user informa-
tion, and job description, we alternatively strip off the personalized
module discussed in section 4.2, and simply use a series of query
representations as the input of attention mechanism. As presented
in the first block of Table 3 on the three datasets, DFSM loses in all
the metrics. This result suggests that modeling user intention by
personalized information is crucial for the query suggestion task.

Benefit of Queries and Flow Module. To evaluate the im-
pact of modeling sessions and searching context, we compare the
origin model, the model without searched queries view, and the
model without dynamic searching flow. Note that the model with-
out dynamic searching flow is trained with only 𝐿𝑊𝐶𝐿 as its train-
ing objective. As presented in the fourth and fifth rows in Table
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Table 4: Examples of query suggestions from different mod-
els depends on the same historical queries and current in-
put. Fanno is a cross-border e-commerce platform, Weibo is
a social platform, all other terms include Baidu,Meituan, Al-
ibaba andByteDance arewell-known Internet enterprises in
China.

queries

Fanno
Baidu group
Meituan operation
Alibaba group
ByteDance editing
ByteDance group

current query e-sports
ground truth e-sports operation
MPS e-sports, e-sports hotel, e-sports club
GRM e-sports hotel, e-sports, e-sports club
BHM e-sports group, e-sports editing, e-sports
CFAN e-sports, e-sports operation, Weibo e-sports
DESTINE e-sports hotel, e-sports, e-sports club
M2A e-sports, e-sports club, e-sports operation
DFSM e-sports operation, e-sports, e-sports event

3, without modeling searched queries, DFSM loses 5.5%, 5.6% and
5.8% in MRR; without modeling dynamic searching flow, it loses
2.6%, 2.1% and 4.5% in MRR, respectively. This result clearly shows
that both modeling queries and searching context are important.
Furthermore, the modeling of past queries is more crucial for the
query suggestion task.

Benefit of Weighted Contrastive Learning. As it is neces-
sary to verify the importance of weighted contrast learning during
the training process, we remove the weight of Eq. 17 and only train
themodel with new training objective. As presented in the last row
of Table 3, DFSM loses 1.7%, 1.6% and 2.3% in MRR. Although there
is a slight decline, it illustrates that weighted contrastive learning
promotes the overall performance of our model.

6.3 Case Study
Query suggestion aims to assist the user in formulating queries to
express their search intention. Therefore, it is necessary to suggest
personalized queries according to users’ resumes and behaviors be-
cause different people may have diverse intentions when they are
typing the same word. The success of a query suggestion system
lies in accurately understanding and modeling user search intent
and recommending relevant queries depending on different inten-
tions. However, we observe that current search engines tend to
recommend popular queries and rank them high in the suggested
list, even when these fashionable queries are not relevant to users’
intention. In Table 4, we show a case of query suggestion when the
user is typing “e-sports” in the search box. Generally, our model is
better than baseline methods in two aspects:

Personalized. Some popular words often appear in the recom-
mendation of the baseline methods, which are not relevant to the
user intention. To be specific, when the user is typing “e-sports”
in the search box, “e-sports”, “e-sports hotel” and “e-sports club”
are the top-3 popular queries according to the popularity-based

methodMPS. According to Table 4, in the top-3 suggestions of base-
line methods, three popular queries mentioned above often appear.
GRM and DESTINE simply suggest these three queries by different
ranking, BHM suggests two unusual queries “e-sports group” and
“e-sports editing” since it is a generation-based method. Although
CFAN andM2A suggest the ground truth, “e-sports” still ranks first.
DFSM can suggest some different but more relevant queries like
“e-sports operation” according to the user profile and interactions
with listed jobs, then brings the user a more personalized experi-
ence.

Real-time Relevance. In this case, it is hard to suggest queries
relevant to “operation” because all the historical queries searched
by the user are broad and related to company names. Being diffi-
cult to extract the user’s real intention when searching “e-sports
operation”, CFAN andM2A suggest this ground truth in the second
and the third place. Although it seems impossible to accurately
estimate the semantic influences according to information listed
in Table 4, we observe that the user clicks 12 jobs, among which
only 4 are not relevant to the topic of operation. For example, there
are sentences from one job description: “The successful candidate
should have a strong background in operation. He/She should
also have the ability to provide corresponding operation strate-
gies according to the characteristics of customer groups in the re-
sponsible region.”These results imply that DFSM can precisely pre-
dict the user’s intention from historical queries and his/her behav-
ior after each search.

7 CONCLUSION
In this paper, we propose a context attentive ranking model in
the task of query suggestion by modeling user intention for on-
line recruitment. It models user intention by explicitly utilizing
user profiles, previous queries, and behaviors with jobs from an
ongoing search. A personalized module and a flow module are de-
vised to learn dynamic information. We also introduce the con-
cepts of local flow and global flow to capture real-time and long-
term search intention simultaneously. Extensive experimentation
demonstrates the effectiveness of the proposed user intentionmod-
eling approach.The value of each functional component in the sys-
tem to the query suggestion task is also analyzed and highlighted.
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